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## Introduction

R. A. Fisher starts a new dimension in the field of experimental designs named "Randomized Complete Block Designs". Then Yates (1936) modifies experimental units by considering smaller block sizes as compared to the number of treatment. Bose and Nair worked at "partially balanced incomplete block "(P.B.I.B) designs introduced in 1939. Cochrna et al. (1941) were among the first to describe the use and analysis of cross over trails. Williams (1949) constructed balanced design which were such that $v$ subject were needed for $v$ treatments when $v$ is even and $2 v$ subjects were needed if $v$ is odd.

In a while, in 1954, they developed some terminologies on this and after that in 1973, Clatworthy made some comprehensive tables of two associate classes of "Partially Balanced Incomplete Block" designs. In 1965, David and Wolock have introduced comprehensive tables of incomplete block designs. After that, John et al. (1972) contributed more regarding this work.

This idea give birth to "square" and "cubic lattice" of block design and "lattice squares" and "Youden squares" for row-column designs. The development of "Partially Balanced Designs", "Cyclic Designs" and simplification of "Cyclic Design" (Patterson and William, 1976, Jarrett and hall, 1978) has introduced new way for designs which have treatments in large numbers and have smaller block sizes.

John (1981) and Lamacraft and Hall (1982) enhance more areas about this work. Afsarinnejed (1983) have produced numerous work on the balanced cross over design. Sen and Mukerjee (1987) and Roy (1988) also worked at balanced cross over design.

Iqbal and Jones (1994) worked a lot about the construction of different designs (Senn 2000; Tudor et al., 2000) explained the uses and application of cross over trails.

Hedayat and Yang (2003) proved that balanced uniform designs in the entire class of crossover designs based on $v$ treatments, $n$ subjects and $p=v$ periods are
universally optimal when $n \leq v(v-1) / 2$. Surprisingly, in the class of crossover designs, with v treatments and $p=v$ periods a balanced uniform design may not be universally optimal if the number of subjects exceeds $v(v-1) / 2$.

The application of these designs in a variety of situations had been widely used and at the same time many theoretical results had been obtained by Bose and Dey (2009). Later that, generalized cyclic designs have authorised more variability. Specially, when small block size and small number of replicates of a large number of treatment are required.A lower bound for the A-efficiency of the designs for estimating the direct effects is derived by Park et al. (2011).

Wellek and Blettner (2012) introduced multiple summary measures multiple summary measures instead of using one single summary measureat the same time through LMMs by using their correlation. Wilk and Kunert (2015) worked at optimal crossover designs for the estimation of direct treatment effects in a model with mixed and self carryover effects.

Construction of repeated measurements designs strongly balanced for residual effects is done by Daniyal et al. (2019).

In this article we have introduced all possible shifts for the construction of cross over design. The major purpose of our studies is to enhance the choice of the user. We make the procedure of construction very fast, on the one click. Here we also introduced new shifts for the large parameters.

In second section we have discussed model of our design, we have discussed that what is cross over design and how it worked. In third section, we have talked about the method of cyclic shifts. In forth section algorithm of construction of shifts is discussed. In fifth section, we have work out on balanced cross over design and introduced new designs. A numerical example is given after that. Conclusion and suggestions are also given at the last.

## Materials and Methods

## Cross over design

Treatments effect and carry over effect are two characteristic functions of cross over design. To discriminate between these different kinds of effects, the effect that
a treatment has in the period in which it is applied is known as the direct treatment effect or more simply treatment effect. The effect of the treatment which stays in the period or period following the period in which that treatment applied is known as carry over effect of such treatment. If a carry-over effect occurs and present in the following $k$ periods, we refer that as a $k t h$ carry over effect. e.g. Iqbal (1990) presented the following design with $v=7, p=5, b=2$ and $\lambda=2$.

Design 1: $v=7, p=5, b=2, \lambda=2$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 43 | 54 | 65 | 06 | 20 | 31 | 42 | 53 | 64 | 05 | 16 |
| 61 | 02 | 13 | 24 | 35 | 46 | 50 | 52 | 63 | 04 | 15 | 26 | 30 | 41 |
| 36 | 40 | 51 | 62 | 03 | 14 | 25 | 65 | 06 | 10 | 21 | 32 | 43 | 54 |
| 23 | 34 | 45 | 56 | 60 | 01 | 12 | 46 | 50 | 61 | 02 | 13 | 24 | 35 |

In this example, the presence of carry - over effect is indicated by subscript, $i=0,1, \ldots, 6$. For example, the treatment $1_{0}$ indicate that treatment 1 was administered in that period and treatment 0 was administered in the previous period.

The Model for COD is given by (Davis and Hall, 1969);

$$
Y=\mu E_{n p, 1}+D \delta+R \rho+U v+P \pi+\xi
$$

Where;
Y is the $n p \times 1$ column vector of $n \mathrm{n}$ observations, $\mu$ is the overall mean, $\delta$ is the $v \times 1$ vector of direct effect, $\rho$ is the $v \times 1$ vector of carry over effect, $v$ is the $n \times 1$ vector of unit effect, $\pi$ is $p \times 1$ vector of period effect, $\xi$ is $n p \times 1$ vector of random errors with zero mean and variance $\sigma^{2}, \mathrm{D}$ is the $n p \times v$ incidence matrix for direct effect, R is the $n p \times v$ incidence matrix for carry over effect, U is the $n p \times b v$ incidence matrix for unit effect, P is the $n p \times p$ incidence matrix for the period effect.

## Method of cyclic sbifts

Method of cyclic shifts (Iqbal, 1991) is the particular method of constructing the cyclic cross over designs. Moreover, it is used for construction of many experimental designs like Diallel Cross Designs, balanced incomplete block design, Nested Balanced incomplete block design, Resolvable design, Regular Graph Designs, Partially balanced incomplete block design, test treatments versus control block designs and Neighbour Designs.

In the usual method of constructing cyclic designs one or more initial blocks of $k$ treatments arecyclically developed. In this method $v$ treatments are labelled as $0,1,2,3, \ldots, v-1$ and equireplicate 2 binary designs for $v$ treatments in $b=v$ blocks of size $k$. The method of construction is to allocate the first plot in the $i t b b l o c k$ the treatment $i, i=0,1,2, \ldots$ , v-1. We denote this by using the vector $u_{1}=[0$, $1,2, \ldots, v-1] 0$, which holds the treatment allocated to the first plot in each of the blocks $1,2, \ldots$ , vrespectively. To obtain the treatment allocation of the remaining plots in each block, we cyclically shift the treatment allocated to the first plot. In order to define a cyclic shift, let $u i$ denote the allocation of treatments to the $i$ th plot in each block. That is, the $j$ thelement of uiisthe treatment allocated to plot $i$ of the block $j$. A cyclic shift of size $q i$, when applied to unit $i$, is then such that $u_{i+1}=\left[u_{i}+q_{i} 1\right] 0$, where addition is $\bmod v, 1$ is a vector of ones, $1 \leq i \leq k-1$ and $1 \leq$ $q_{i} \leq v-1$. Assuming that, we always start with $u 1$ as defined above, a design is completely defined by the set of $k-1$ shifts, $Q$ say , where $Q=\left[q_{1}, q_{2}, \ldots, q_{k-1}\right]$. To avoid a treatment occurring more than once in a block, we must ensure that sum of any two successive shifts, sum of any three successive shifts, ..., sum of any $k-1$ successive shifts is not equal to zero mod $v$, subject to this constrain, $Q$ may consist of any combination of shifts including repeats. Also the shifts need only range from 1 to $[v / 2$ ] inclusive, where $[v / 2]$ is greatest integer less than or equal to $v / 2$. This is because a shift of size $q$ is equivalent to one of size $[v-q] \bmod v$. If shifts $q_{1}$ and $q_{2}$, for example are applied successively to treatment 0 , the result is a concurrence between treatment 0 and treatment $q_{1}$ and $q_{2}$, a concurrence between treatment 0 and $q_{1}+q_{2}$ If a third shift $q_{3}$, say, is applied after $q_{1}$ and $q_{2}$ the following treatments will also concur with treatment $0: q 1+q 2+q 3$ and $q_{2}$ $+q_{3}$ and $q_{3}$. This adding of shifts to get the treatments which concur with 0 works for the general case and so enables the number of concurrences of a design to be obtained directly from the shifts which defines it. In general, if shifts $q_{1}, q_{2}, \ldots, q_{i-1}$ have been applied successively to treatment 0 , then the additional concurrences, which results when shifts $q i$ is applied are between 0 and treatments $q_{1}+q_{2}+q_{3}+\cdots+q_{i}, q_{2}+q_{3}+$ $q_{4}+\cdots+q_{i} \ldots q_{i-1}+q_{i}, q_{i}$, where additional is $\bmod v$. It can also be noted that, any shift of size $q$ that results in concurrence between treatment 0 and treatments $q$ also results in a concurrence between treatment 0 and treatment $v-q \bmod v$. If shifts $q_{1}$ and $q_{2}$, e.g, are applied successively to treatment 0 , the result is
a concurrence between treatment 0 and treatment $q_{1}$ and $q_{2}$, a concurrence between treatment 0 and $q_{1}{ }^{+}$ $q_{2}$. If a third shift $q_{3}$ say, is applied after $q_{1}$ and $q_{2}$, then the following treatments will also concur with treatment 0: $q_{3}, q_{2}+q_{3}$ and $q_{1}+q_{2}+q_{3}$. This adding of shifts to get the treatments, which concur with 0 works for the general case and so enables the number of concurrences of a design to be obtained directly from the shifts, which defines it. In general, if shifts $q_{1}, q_{1}+q_{2}+\cdots+q_{(i-1)}$ have been applied successively to treatment 0 , then the additional concurrences, which results when shifts $q_{i}$ is are between 0 and treatments $q_{1}+q_{2}+q_{3}+\cdots+q_{(i-1)}+q_{i}$. It can also be noted that any shift of size $q$ that results in concurrence between treatment 0 and treatments $q$ also results in a concurrence between treatment 0 and treatment $(v-q)$ $\bmod v$.

By using certain combinations of shifts we can construct designs that are made up of complete replicates of smaller designs. When $v$ and $k$ are not relatively prime, then partial sets of $v / d$ blocks can also be obtained, where $d$ is any common divisor of $v$ and $k$.

When $v$ and $k$ are not relatively prime, then partial sets of $v / d$ blocks can also be obtained, where $d$ is any common divisor of $v$ and k. e.g Cross over design can be constructed by using cyclic shifts, e.g, $v=7, p=4, b$ $=5, k=3$ and $\lambda=2$ can be constructed by combining together the blocks which are obtained from 5 sets of shifts $[1 ; 2]+[2 ; 3]+[3 ; 4]+[6 ; 0]+[0 ; 1]$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |  | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 4 | 5 | 6 | 0 | 2 | 3 | 4 | 5 | 6 | 0 | 1 |  | 3 | 4 | 5 | 6 | 0 | 1 |
| 3 | 4 | 5 | 6 | 0 | 1 | 2 | 5 | 6 | 0 | 1 | 2 | 3 | 4 |  | 0 | 1 | 2 | 3 | 4 | 5 |
| 6 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6 | 0 | 1 | 2 | 3 | 4 | 5 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| 6 | 0 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 6 | 0 |

## Algorithm

Step 1: Define a function taking values, $v=$ no. of treatments, $p=$ no. of periods and $b=$ no. of blocks

## Step 2: Define outputs.

Balperms=Matrix of all possible balanced set of shifts, SBalperms=Matrix of all possible strongly balanced set of shift.
Step 3: Made function.
[Balprms, SBalperms] = Mainperms ( $v, p, b$ )

Step 4: If $v \leq 2, p<2$ and $b>1$
Then break the function.
Step 5: Create matrix of allpossible permutations with repetition
Step 6: It will create samples by using permutation rule, sampling without replacement.
Step 7: If sum of all elements in sample mod $v$ is zero eliminate the row.
Step 8: If sum of consecutive elements modvis zero eliminate the row.
Step 9: Create new matrix of shifts according to block size.
Step 10: Check whether designs using set of shifts are valid or not.
Step 11: If valid then check its type.
Step 12: Store into matrices according to its type.

## Balanced cross over design

For balanced $\operatorname{COD}(v, n, p)$, the requirement is $n=$ $\lambda_{1} v$ and $=\lambda v(v-1) /(p-1)$, which implies that $\lambda_{1}(v-1)$ $=\lambda(v-1)$. Suppose that $v$ treatments are tested $\lambda_{1}$ times in each period and each treatment is preceded by each other treatments $\lambda_{2}$ times, where $\lambda_{2}=b(p-1) v-1$ and is known as divisibility condition for existence of balanced design.

A balanced design, which uses the minimum possible no. of units is known as minimal balanced COD.

Theorem 4.1.1 (Afsarinejad, 1990)
The necessary and sufficient conditions for the existence of a minimal balanced $\mathrm{CO}(v, n, p)$ with $p \leq v$ are $n=\lambda_{1} v$ and $\lambda_{1}(v-1)=\lambda(v-1)$

Theorem 4.1.2: If vis even, $p=4$ then, $\lambda=p-1$ and $b=$ v-1.

Proof: By definition $\lambda=b(p-1) v-1$, Therefore for $p=$ $4, \lambda=3$, we have $b=v-1$ and $\lambda=p-1$.

## Theorem 4.1.3:

For $v$ is odd and $p=3$, we always have $\lambda=1$
Proof: By definition

$$
\lambda=\frac{b(p-1)}{v-1}
$$

Therefore, for $p=3, \lambda=1$ we have $b=v-12$

## Results and Discussion

Here we consider that;

$$
\lambda=\frac{b(p-1)}{v-1}
$$

By using this information we introduced a new method of getting $\lambda$.

Theorem: For $v$ treatments, $p$ periods and $b$ block size, $\lambda$ is given below;

$$
\begin{equation*}
\lambda=\frac{\operatorname{LCM}(p-1, v-1)}{v-1} \tag{3}
\end{equation*}
$$

## Proof:

As we know that

$$
\lambda=\frac{b(p-1)}{v-1}(4)
$$

From eq (3) and (4)

$$
\begin{gather*}
\frac{b(p-1)}{v-1}=\frac{L C M(p-1, v-1)}{v-1} \\
b=\frac{L C M(p-1, v-1)}{p-1} \tag{6}
\end{gather*}
$$

By putting the value of $b$ in eq (4)

$$
\lambda=\frac{\operatorname{LCM}(p-1, v-1)(p-1)}{(p-1)(v-1)}
$$

Hence

$$
\lambda=\frac{\operatorname{LCM}(p-1, v-1)}{v-1}
$$

## Example 1:

For $4 \leq v \leq 9, p=3$
$v=4, p=3, b=3$
There are 6 possible set of shifts against these parameters,
$[1,1]+[2,3]+[2,3]$
$[1,1]+[2,3]+[3,2]$
$[1,1]+[3,2]+[3,2]$
$[1,2]+[1,2]+[3,3]$
$[1,2]+[2,1]+[3,3]$
$[2,1]+[2,1]+[3,3]$
Now we consider one of the shift to construct the design, we use following sets of shift, $[1,1]+[2,3]+[2,3]$

Design 1: $v=4, p=3, b=3$

| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1_{0}$ | $2_{1}$ | $3_{2}$ | $0_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ |
| $2_{1}$ | $3_{2}$ | $0_{3}$ | $1_{0}$ | $1_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ |

In Design 1, we used four treatments(v), three periods $(p)$ and block size (b) three. We found that it is Balanced design with $\lambda=2$ and its efficiency is $88.9 \%$. This shows that it contains $88.9 \%$ information out of $100 \%$.

Now we consider the parameters
$v=5, p=3, b=4$
There are 47 possible set of shifts against these parameters are given below;
$[1,1]+[2,2]+[3,3]+[4,4]$
$[1,1]+[2,2]+[3,4]+[3,4]$
....
....
$[3,1]+[3,1]+[4,2]+[4,2]$
By using, $[1,1]+[2,2]+[3,3]+[4,4]$
Design 2: $v=5, p=3, b=4$

| 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 43 | 04 | 20 | 31 | 42 | 03 | 14 |
| 21 | 32 | 43 | 04 | 10 | 42 | 03 | 14 | 20 | 31 |
| 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 |
| 30 | 41 | 02 | 13 | 24 | 40 | 01 | 12 | 23 | 34 |
| 13 | 24 | 30 | 41 | 02 | 34 | 40 | 01 | 12 | 23 |

In Design 2, we used five treatments (v), three periods $(p)$ andblock size (b) four. We found that it is Balanced design with $\lambda=2$ and its efficiency is $96 \%$. This shows that it contains $96 \%$ information out of $100 \%$.

Now we consider the parameters
$v=6, p=3, b=5$
There are 404 possible set of shifts against these parameters are given below;
$[1,1]+[2,2]+[3,4]+[3,4]+[5,5]$
$[1,1]+[2,2]+[3,4]+[3,5]+[4,5]$
.....
.....
.....
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There are 4027 possible set of shifts against these parameters are given below,
$[1,1]+[2,2]+[3,3]+[4,4]+[5,5]+[6,6]$
$[1,1]+[2,2]+[3,3]+[4,4]+[5,6]+[5,6]$
......
......
$[4,2]+[4,2]+[5,1]+[5,1]+[6,3]+[6,3]$
By using, $[4,2]+[4,2]+[5,1]+[5,1]+[6,3]+[6,3]$
Design 5: $v=7, p=3, b=6$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $4_{0}$ | $5_{1}$ | $6_{2}$ | $0_{3}$ | $1_{4}$ | $2_{5}$ | $3_{6}$ | $4_{0}$ | $5_{1}$ | $6_{2}$ | $0_{3}$ | $1_{4}$ | $2_{5}$ | $3_{6}$ |
| $6_{4}$ | $0_{5}$ | $1_{6}$ | $2_{0}$ | $3_{1}$ | $4_{2}$ | $5_{3}$ | $6_{4}$ | $0_{5}$ | $1_{6}$ | $2_{0}$ | $3_{1}$ | $4_{2}$ | $5_{3}$ |


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $5_{0}$ | $6_{1}$ | $0_{2}$ | $1_{3}$ | $2_{4}$ | $3_{5}$ | $4_{6}$ | $5_{0}$ | $6_{1}$ | $0_{2}$ | $1_{3}$ | $2_{4}$ | $3_{5}$ | $4_{6}$ |
| $6_{5}$ | $0_{6}$ | $1_{0}$ | $2_{1}$ | $3_{2}$ | $4_{3}$ | $5_{4}$ | $6_{5}$ | $0_{6}$ | $1_{0}$ | $2_{1}$ | $3_{2}$ | $4_{3}$ | $5_{4}$ |


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $6_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{4}$ | $4_{5}$ | $5_{6}$ | $6_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{4}$ | $4_{5}$ | $5_{6}$ |
| $2_{6}$ | $3_{0}$ | $4_{1}$ | $5_{2}$ | $6_{3}$ | $0_{4}$ | $1_{5}$ | $2_{6}$ | $3_{0}$ | $4_{1}$ | $5_{2}$ | $6_{3}$ | $0_{4}$ | $1_{5}$ |

In Design 5, we used seven treatments (v), three periods (p) and block size (b) six. We found that it is Balanced design with $=2$ and its efficiency is $81 \%$. This shows that it contains $81 \%$ information out of $100 \%$.

Now we consider the parameters
$v=9, p=3, b=4$
There are 960 possible set of shifts against these parameters are given below;
$[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]$
$[1 ; 2]+[3 ; 4]+[5 ; 6]+[8 ; 7]$
$[5 ; 3]+[6 ; 4]+[7 ; 1]+[8 ; 2]$
By using, $[1,2]+[3,4]+[5,6]+[7,8]$
Design 6: $v=9, p=3, b=4$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1_{0}$ | $2_{1}$ | $3_{2}$ | $4_{3}$ | $5_{4}$ | $6_{5}$ | $7_{6}$ | $8_{7}$ | $0_{8}$ | $3_{0}$ | $4_{1}$ | $5_{2}$ | $6_{3}$ | $7_{4}$ | $8_{5}$ | $0_{6}$ | $1_{7}$ | $2_{8}$ |
| $3_{1}$ | $4_{2}$ | $5_{3}$ | $6_{4}$ | $7_{5}$ | $8_{6}$ | $0_{7}$ | $1_{8}$ | $2_{0}$ | $7_{3}$ | $8_{4}$ | $0_{5}$ | $1_{6}$ | $2_{7}$ | $3_{8}$ | $4_{0}$ | $5_{1}$ | $6_{2}$ |

$\begin{array}{llllllllllllllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8\end{array}$
$5_{0} 6_{1} 7_{2} 8_{3} 8_{4} 0_{4} 1_{5} 2_{6} 3_{7} 4_{8} 7_{0} 8_{1} 0_{2} 1_{3} 2_{4} 3_{5} 4_{6} 5_{7} 6_{8}$


In Design 6, we used nine treatments (v), three periods (p) and block size (b) four. We found that it is Balanced design with $=1$ and its efficiency is $82 \%$. This shows that it contains $82 \%$ information out of $100 \%$.

## Example 2:

For $4 \leq v \leq 7, p=4$
Consider the parameters
$v=4, p=4, b=4$
There are 6 possible set of shifts against these parameters are given below;
$[1 ; 1 ; 1]+[2 ; 1 ; 2]+[2 ; 3 ; 2]+[3 ; 3 ; 3]$
$[1 ; 2 ; 3]+[1 ; 2 ; 3]+[1 ; 2 ; 3]+[1 ; 2 ; 3]$
$[1 ; 2 ; 3]+[1 ; 2 ; 3]+[1 ; 2 ; 3]+[3 ; 2 ; 1]$
$[1 ; 2 ; 3]+[1 ; 2 ; 3]+[3 ; 2 ; 1]+[3 ; 2 ; 1]$
$[1 ; 2 ; 3]+[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]$
$[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]$
By using, $[1,2,3]+[1,2,3]+[1,2,3]+[3,2,1]$

## Design 7: $v=4, p=4, b=4$

| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1_{0}$ | $2_{1}$ | $3_{2}$ | $0_{3}$ | $1_{0}$ | $2_{1}$ | $3_{2}$ | $0_{3}$ | $1_{0}$ | $2_{1}$ | $3_{2}$ | $0_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ |
| $3_{1}$ | $0_{2}$ | $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ | $2_{0}$ | $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ |
| $2_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{1}$ | $3_{2}$ | $0_{3}$ | $1_{0}$ |

In Design 7, we used four treatments (v), four periods (p) and block size (b) four. We found that it is Balanced design with $=3$ and its efficiency is $100 \%$. This shows that it contains $100 \%$ information out of $100 \%$.

Now we consider the parameters
$v=4, p=4, b=5$
There are 8 possible set of shifts against these parameters are given below;
$[1 ; 1 ; 1]+[1 ; 2 ; 3]+[2 ; 1 ; 2]+[2 ; 3 ; 2]+[3 ; 3 ; 3]$
$[1 ; 1 ; 1]+[2 ; 1 ; 2]+[2 ; 3 ; 2]+[3 ; 2 ; 1]+[3 ; 3 ; 3]$
.....
$[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]$
$[1 ; 1 ; 1]+[1 ; 2 ; 3]+[2 ; 1 ; 2]+[2 ; 3 ; 2]+[3 ; 3 ; 3]$
$[1 ; 1 ; 1]+[2 ; 1 ; 2]+[2 ; 3 ; 2]+[3 ; 2 ; 1]+[3 ; 3 ; 3]$
.....
.....
$[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]+[3 ; 2 ; 1]$
Design 8: $v=4, p=4, b=5$

| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1_{0}$ | $2_{1}$ | $3_{2}$ | $0_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ |
| $2_{1}$ | $3_{2}$ | $0_{3}$ | $1_{0}$ | $3_{2}$ | $0_{3}$ | $1_{0}$ | $2_{1}$ | $1_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ |
| $3_{2}$ | $0_{3}$ | $1_{0}$ | $2_{1}$ | $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $3_{1}$ | $0_{2}$ | $1_{3}$ | $2_{0}$ |


| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ |
| $1_{3}$ | $2_{0}$ | $3_{1}$ | $0_{2}$ | $2_{3}$ | $3_{0}$ | $0_{1}$ | $1_{2}$ |
| ${ }^{2} 1$ | ${ }^{3} 2$ | ${ }^{0} 3$ | ${ }^{1} 0$ | ${ }^{1} 2$ | ${ }^{2} 3$ | ${ }^{3} 0$ | ${ }^{0} 1$ |

In Design 8, we used four treatments (v), four periods $(p)$ and block size ( $b$ ) five. We found that it is Balanced design with $\lambda=5$ and its efficiency is $100 \%$. This shows that it contains $100 \%$ information out of $100 \%$.

Now we consider the parameters
$v=4, p=4, b=6$
There are 12 possible set of shifts against these parameters are given below;
$[1,1,1]+[1,1,1]+[2,3,2]+[2,3,2]+[2,3,2]+[3,3,3]$ $[1,1,1]+[1,2,3]+[1,2,3]+[2,1,2]+[2,3,2]+[3,3,3]$
$\qquad$
$\qquad$
$[3,2,1]_{+}[3,2,1]_{+}[3,2,1]_{+}[3,2,1]_{+}[3,2,1]_{+}[3,2,1]$
By using, $[1,1,1]+[1,2,3]+[1,2,3]+[2,1,2]+[2,3,2]+$ [3,3,3]

Design9: $v=4, p=4, b=6$

| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 03 | 10 | 21 | 32 | 03 | 10 | 21 | 32 | 03 |
| 21 | 32 | 03 | 10 | 31 | 02 | 13 | 20 | 31 | 02 | 13 | 20 |
| 32 | 03 | 10 | 21 | 23 | 30 | 01 | 12 | 23 | 30 | 01 | 12 |


| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 20 | 31 | 02 | 13 | 20 | 31 | 02 | 13 | 30 | 01 | 12 | 23 |
| 32 | 03 | 10 | 21 | 12 | 23 | 30 | 01 | 23 | 30 | 01 | 12 |
| 13 | 20 | 31 | 02 | 31 | 02 | 13 | 20 | 12 | 23 | 30 | 01 |

In Design 9, we used four treatments(v), four periods $(p)$ and block size (b) six. We found that it is Balanced design with $\lambda=5$ and its efficiency is $100 \%$. Which shows that it contains $100 \%$ information out of $100 \%$.

Now we consider the parameters
$v=5, p=4, b=4$
There are 258 possible sets of shifts against these parameters are given below,
$[1,1,1]+[2,2,2]+[3,3,3]+[4,4,4]$
$[1,1,1]+[2,4,3]+[2,4,3]+[2,4,3]$
....
$[3,3,3]+[4,2,1]+[4,2,1]+[4,2,1]$
By using, $[1,1,1]+[2,4,3]+[2,4,3]+[2,4,3]$
Design10: $v=5, p=4, b=4$

| 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 43 | 04 | 20 | 31 | 42 | 03 | 14 |
| $2_{1}$ | $3_{2}$ | $4_{3}$ | $0_{4}$ | $1_{0}$ | $1_{2}$ | $2_{3}$ | $3_{4}$ | $4_{0}$ | $0_{1}$ |
| $3_{2}$ | $4_{3}$ | $0_{4}$ | $1_{0}$ | $2_{1}$ | $4_{1}$ | $0_{2}$ | $1_{3}$ | $2_{4}$ | $3_{0}$ |


| 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 20 | 31 | 42 | $0_{3}$ | 14 | 20 | 31 | 42 | 03 | 14 |
| $1_{2}$ | $2_{3}$ | $3_{4}$ | $4_{0}$ | $0_{1}$ | $1_{2}$ | $2_{3}$ | $3_{4}$ | $4_{0}$ | $0_{1}$ |
| $4_{1}$ | $0_{2}$ | $1_{3}$ | $2_{4}$ | $3_{0}$ | $4_{1}$ | $0_{2}$ | $1_{3}$ | $2_{4}$ | $3_{0}$ |

In Design 10, we used five treatments (v), four periods (p) and block size (b) four. We found that it is Balanced design with $=3$ and its efficiency is $96 \%$. This shows that it contains $96 \%$ information out of $100 \%$.

Now we consider the parameters
$v=7, p=4, b=2$
There are 132 possible set of shifts against these parameters are given below
$[1,2,3]+[4,5,6]$
$[1,2,3]+[4,6,5]$
..
..
$[5,4,2]+[6,3,1]$
By using, [1,2,3] + [4,6,5]
Design11: $v=7, p=4, b=2$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 43 | 54 | 65 | 06 | 40 | 51 | 62 | 03 | 14 | 25 | 36 |
| 31 | 42 | 53 | 64 | 05 | 16 | 20 | 34 | 45 | 56 | 60 | 01 | 12 | 23 |
| 63 | 04 | 15 | 26 | 30 | 41 | 52 | 13 | 24 | 35 | 46 | 50 | 61 | 02 |

In Design 11, we used seven treatments( $v$ ), four periods $(p)$ and block size (b) two. We found that it is Balanced design with $\lambda=3$ and its efficiency is $89 \%$. Which shows that it contains $89 \%$ information out of 100 \%?

Now we consider the parameters $v=7, p=4, b=4$

There are 26601 possible set of shifts against these parameters are given below;
$[1 ; 1 ; 2]+[2 ; 3 ; 3]+[4 ; 4 ; 5]+[5 ; 6 ; 6]$
$[1 ; 1 ; 2]+[2 ; 3 ; 3]+[4 ; 4 ; 5]+[6 ; 5 ; 6]$
....
$[5 ; 4 ; 2]+[5 ; 4 ; 2]+[6 ; 3 ; 1]+[6 ; 3 ; 1]$
By using, $[1,1,2]+[2,3,3]+[4,4,5]+[6,5,6]$
Design 12: $v=7, p=4, b=4$

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 43 | 54 | 65 | 06 | 20 | 31 | 42 | 53 | 64 | 05 | 16 |
| 21 | 32 | 43 | 54 | 65 | 06 | 10 | 52 | 63 | 04 | 15 | 26 | 30 | 41 |
| 42 | 53 | 64 | 05 | 16 | 20 | 31 | 15 | 26 | 30 | 41 | 52 | 63 | 04 |


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 40 | 51 | 62 | 03 | 14 | 25 | 36 | 60 | 01 | 12 | 23 | 34 | 45 | 56 |
| 14 | 25 | 36 | 40 | 51 | 62 | 03 | 46 | 50 | 61 | 02 | 13 | 24 | 35 |
| 61 | 02 | 13 | 24 | 35 | 46 | 50 | 34 | 45 | 56 | 60 | 01 | 12 | 23 |

In Design 12, we used seven treatments(v), four periods $(p)$ and block size ( $b$ ) four. We found that it is Balanced design with $\lambda=3$ and its efficiency is $64 \%$. Which shows that it contains $64 \%$ information out of $100 \%$.

Now we consider the parameters
$v=4, p=5, b=3$
There are 66 possible set of shifts against these parameters are given below;
$[1,1,1,2]+[1,2,3,3]+[2,3,2,3]$ $[1,1,1,2]+[1,2,3,3]+[2,3,3,2]$
$[3,2,1,1]+[3,2,1,1]+[3,2,3,2]$
By using, $[1,1,1,2]+[1,2,3,3]+[2,3,3,2]$
Design13: $v=4, p=5, b=3$

| 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 21 | 32 | 03 | 10 | 21 | 32 | 03 | 20 | 31 | 02 | 13 |
| 21 | 32 | 03 | 10 | 31 | 02 | 13 | 20 | 12 | 23 | 30 | 01 |
| 32 | 03 | 10 | 21 | 23 | 30 | 01 | 12 | 01 | 12 | 23 | 30 |
| 13 | 20 | 31 | 02 | 12 | 23 | 30 | 01 | 20 | 31 | 02 | 13 |

In Design 13, we used four treatments $(v)$, five periods $(p)$ and block size (b) three. We found that it is Balanced design with $\lambda=3$ and its efficiency is $86 \%$. Which shows that it contains $86 \%$ information out of $100 \%$.

## Large Parameters

The available specifications of the present day computers are not enough to run the software. For large parameters, basic matrix to generate shift contains billions of rows. e.g., $v=9, p=4, b=4$, basic generated matrix contains more than one billion rows, which is very difficult task for the present day computers to manipulate. These calculations may possible on clusters and super computers. So, further work in this regard will be subject of future interest.

## Lemma

There exists
$p=3, b=v-1$ for $v=$ even and $b=(v-1) / 2$, for $v=o d d$
Example 3: For $p=3,9 \leq v \leq 22$
Table 3: $p=3,9 \leq v \leq 22$
v p Set of Shifts
$93[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]$
$103[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 2]+[3 ; 1]+[5 ; 4]+$ $[7 ; 6]+[8 ; 9]$
$113[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]$
$123[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 2]+[1 ; 3]$ $+[4 ; 5]+[6 ; 7]+[8 ; 9]+[10 ; 11]$
$133[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]$
$143[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ; 2]+$ $[1 ; 3]+[4 ; 5]+[6 ; 7]+[8 ; 9]+[10 ; 11]+[12 ; 13]$
$153[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ 14]
$163[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ; 14]+$ $[15 ; 2]+[1 ; 3]+[4 ; 5]+[6 ; 7]+[8 ; 9]+[10 ; 11]+[12 ; 13]$ $+[14 ; 15]$
$173[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ $14]+[15 ; 16]$
183 [1;2] + $3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ; 14]$ $+[15 ; 16]+[17 ; 2]+[1 ; 3]+[4 ; 5]+[6 ; 7]+[8 ; 9]+[10 ;$ $11]+[12 ; 13]+[14 ; 15]+[16 ; 17]$
$193[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ $14]+[15 ; 16]+[17 ; 18]$
$203[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ; 14]$ $+[15 ; 16]+[17 ; 18]+[19 ; 2]+[1 ; 3]+[4 ; 5]+[6 ; 7]+[8 ;$ $9]+[10 ; 11]+[12 ; 13]+[14 ; 15]+[16 ; 17]+[18 ; 19]$
$213[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ $14]+[15 ; 16]+[17 ; 18]+[19 ; 20]$
$223[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$
$14]+[15 ; 16]+[17 ; 18]+[19 ; 20]+[21 ; 2]+[1 ; 3]+[4 ;$ $5]+[6 ; 7]+[8 ; 9]+[10 ; 11]+[12 ; 13]+[14 ; 15]+[16 ; 17]+[18 ;$ 19]+[20; 21]

## Example 4:

For $p=4,9 \leq v \leq 22$
Table 4: $p=4,9 \leq v \leq 22$

## p Set of Shifts

$94[1 ; 2 ; 3]+[4 ; 6 ; 5]+[7 ; 8 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ;$ $2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ; 8]+[1 ; 2 ; 3]+[4 ; 6 ; 5]+[7 ; 8 ;$ 9]
$104[1 ; 2 ; 3]+[4 ; 6 ; 5]+[7 ; 8 ; 9]$
$114[1 ; 2 ; 3]+[4 ; 5 ; 7]+[6 ; 8 ; 9]+[10 ; 2 ; 1]+[3 ; 4 ; 5]+$ $[6 ; 7 ; 8]+[9 ; 10 ; 2]+[3 ; 1 ; 4]+[5 ; 7 ; 6]+[8 ; 9 ; 10]$
$124[1 ; 2 ; 3]+[4 ; 5 ; 7]+[6 ; 8 ; 9]+[10 ; 11 ; 2]+[1 ; 3 ; 4]+$ $[5 ; 6 ; 7]+[8 ; 9 ; 10]+[11 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ; 8]+$ $[9 ; 10 ; 11$
$134[1 ; 2 ; 3]+[4 ; 5 ; 7]+[6 ; 8 ; 9]+[10 ; 11 ; 12]$
$144[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 2 ; 1]$ $+[3 ; 4 ; 5]+[6 ; 7 ; 8]+[9 ; 10 ; 11]+[12 ; 13 ; 2]+[1 ; 3 ; 4]$ $+[5 ; 6 ; 7]+[8 ; 9 ; 10]+[11 ; 12 ; 13]$
$154[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ; 2]$ $+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 9 ; 10]+[11 ; 12 ; 13]+[14 ; 2 ;$ $1]+[3 ; 4 ; 5]+[6 ; 7 ; 9]+[8 ; 10 ; 11]+[12 ; 13 ; 14]$
$164[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ;$ 15]
$174[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 10]+[9 ; 11 ; 12]+[13 ; 14 ;$ $15]+[16 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ; 8]+[9 ; 10 ; 11]+[12 ;$ $13 ; 14]+[15 ; 16 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 10 ; 9]+[11 ;$ $12 ; 13]+[14 ; 15 ; 16]$
$184[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ;$ $15]+[16 ; 17 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 9 ; 10]+[11 ;$ $12 ; 13]+[14 ; 15 ; 16]+[17 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ; 8]+$ $[9 ; 10 ; 11]+[12 ; 13 ; 14]+[15 ; 16 ; 17]$
$194[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ;$ 15] $+[16 ; 17 ; 18]$
$204[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ;$ $15]+[16 ; 17 ; 18]+[19 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ; 8]+[9 ; 10 ;$ $11]+[12 ; 13 ; 14]+[15 ; 16 ; 17]+[18 ; 19 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ;$ $7]+[8 ; 9 ; 10]+[11 ; 12 ; 13]+[14 ; 15 ; 16]+[17 ; 18 ; 19]$
$214[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 12 ; 11]+[13 ; 14 ;$ $15]+[16 ; 17 ; 18]+[19 ; 20 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 9$; $10]+[11 ; 12 ; 13]+[14 ; 15 ; 16]+[17 ; 18 ; 19]+[20 ; 2 ; 1]+[3 ;$ $4 ; 5]+[6 ; 7 ; 8]+[9 ; 10 ; 11]+[12 ; 13 ; 14]+[15 ; 16 ; 17]+$ [18; 19; 20]
$224[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ;$ $15]+[16 ; 17 ; 18]+[19 ; 20 ; 21]$

## Example 5:

For $p=5,9 \leq v \leq 15$

Table 5: $p=5,9 \leq v \leq 15$

## v p Set of Shifts

$95[1 ; 2 ; 3 ; 4]+[5 ; 6 ; 7 ; 8]$
$105[1 ; 2 ; 3 ; 5]+[7 ; 6 ; 8 ; 4]+[9 ; 2 ; 1 ; 3]+[4 ; 5 ; 6 ; 7]+[8 ; 9 ; 2 ;$ $1]+[3 ; 4 ; 5 ; 6]+[7 ; 8 ; 9 ; 2]+[1 ; 3 ; 4 ; 5]+[6 ; 7 ; 8 ; 9]$
$115[1 ; 2 ; 3 ; 4]+[7 ; 6 ; 8 ; 5]+[9 ; 10 ; 2 ; 1]+[3 ; 4 ; 5 ; 7]+[6 ;$ 8; 9; 10]
$125[1 ; 2 ; 3 ; 4]+[7 ; 6 ; 8 ; 5]+[9 ; 10 ; 11 ; 2]+[3 ; 1 ; 4 ; 5]+[6 ;$ $7 ; 8 ; 9]+[10 ; 11 ; 2 ; 1]+[3 ; 6 ; 5 ; 4]+[7 ; 8 ; 9 ; 10]+[11 ; 2 ;$ $1 ; 3]+[4 ; 5 ; 6 ; 7]+[8 ; 9 ; 10 ; 11]$
$135[1 ; 2 ; 3 ; 4]+[5 ; 6 ; 8 ; 7]+[9 ; 10 ; 11 ; 12]$
$145[1 ; 2 ; 3 ; 4]+[7 ; 6 ; 5 ; 8]+[9 ; 10 ; 11 ; 12]+[13 ; 2 ; 1 ; 3]+$ $[4 ; 5 ; 6 ; 7]+[8 ; 9 ; 10 ; 11]+[12 ; 13 ; 2 ; 1]+[3 ; 4 ; 5 ; 6]+[7 ; 8 ;$ $9 ; 10]+[11 ; 12 ; 13 ; 2]+[1 ; 3 ; 4 ; 5]+[6 ; 7 ; 8 ; 9]+[10 ; 11 ;$ 12; 13]
$155[1 ; 2 ; 3 ; 4]+[7 ; 6 ; 8 ; 5]+[9 ; 10 ; 11 ; 12]+[13 ; 14 ; 2 ; 1]+[3 ;$ $4 ; 5 ; 6]+[8 ; 9 ; 10 ; 7]+[11 ; 12 ; 13 ; 14]$

## Balanced cross over design with $p<v$

To construct $p<v$, we will select the designs which (i) gave off diagonal elements of $L$ matrix, which were as equal as possible, (ii) gave off-diagonal elements of $N N O$ which were as equal as possible and (iii) gave off-diagonal elements of the $N M O$ matrix which were as equal as possible. Then we selected the design which had the highest efficiency.

However, in these designs, the numbers of periods
often exceed the numbers of treatments to be compared. In some experiments, it may be difficult to accommodate a large number of periods and so one may prefer designs with $p<v$. Patterson (1952) was probably the first to give systematic methods of construction for designs with $p<v$. Freeman (1959), Patterson and Lucas (1962), Atkinson (1966), Hedayat and Afsarinejad (1975), Constantine and Hedayat (1982), Afsarinejad (1983; 1985) and Stufken (1991) also considered designs with $p<v$.

## Balanced Cross Over Deign with $p<v$

Now we consider the case where $p<v$, Jones and Kenward (1989) stated that having $p<v$ useful in order to increase the efficiency of the estimation of the carry-over effects, as well as improving the efficiency of direct effects.

Series 1: $v=5, p=2 i-1$ for $i=2,3, \ldots \ldots$
Where, $\lambda=i-1$,

Table 1: $v=5, p=2 i-1$

| $\mathbf{i}$ | $\mathbf{p}$ | Set of Shifts |
| :--- | :--- | :--- |
| 2 | 3 | $[1 ; 2]+[3 ; 4]$ |
| 3 | 5 | $[1 ; 2 ; 4 ; 3]+[1 ; 2 ; 4 ; 3]$ |
| 4 | 7 | $[1 ; 2 ; 4 ; 3 ; 1 ; 2]+[3 ; 4 ; 1 ; 2 ; 4 ; 3]$ |
| 5 | 9 | $[1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3]+[1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3]$ |
| 6 | 11 | $1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3 ; 1 ; 2]+[3 ; 4 ; 1 ; 2 ; 3 ; 4 ; 1 ; 2 ; 4 ; 3]$ |

Series 2: $v=5, p=2 i-1$ for $i=3,5,7, \ldots$.
Where $\lambda=(i-1) / 2, b=1$

Table 2: $v=5, p=2 i-1$

| $\mathbf{i}$ | $\mathbf{p}$ | Set of Shifts |
| :--- | :--- | :--- |
| 3 | 5 | $[1 ; 2 ; 3 ; 4]$ |
| 5 | 9 | $[1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3]$ |
| 7 | 13 | $[1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3]$ |
| 9 | 17 | $[1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3]$ |
| 11 | 21 | $[1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3 ; 1 ; 2 ; 4 ; 3]$ |

## Series 3:

$v=i, p=3 i-1$ for $i=2,3,4, \ldots \ldots$
Where $\lambda=3, b=v-1$

Table 3: $v=i, p=3 i-1$

```
i p Set of Shifts
2 [1;2;4] + [3;1;2] +[3;4;2] + [1;3;4]
3 8 8[1;2;3]+[4;5;6]+[7;2;1]+[3;4;5]+[6;7;2]+[1;
    3; 5] + [4; 6;7]
```

```
411[1;2;3]+[4;5;7]+[6;8;9]+[10;2;1]+[3;4;5] + [6;7;
    8]+[9;10;2]+[1;3;4]+[5;7;6]+[8;9;10]
514[1;2;3]+[4;5;7] +[6;9;8]+[10;11;12]+[13;2;1]+
    [3;4;5]+[6;7;8]+[9;10;11]+[12;13;2] + [1;3;4] +
    [5;6;7] + [8;9;10] +[11;12;13]
```


## Series 4:

$v=4 i, p=3$ for $i=2,3,4, \ldots$.
Where $\lambda=1, b=2 i-1$

Table 4: $v=4 i, p=3$

```
i v Set of Shifts
\(27[1 ; 2]+[3 ; 5]+[4 ; 6]\)
\(311[1 ; 2]+[3 ; 4]+[5 ; 7]+[6 ; 8]+[9 ; 10]\)
\(415[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 9]+[8 ; 10]+[11 ; 12]+13 ;\)
        14]
\(519[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 11]+[10 ; 12]+[13 ;\)
        \(14]+[15 ; 16]+[17 ; 18]\)
\(623[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 13]+[12 ;\)
    \(14]+[15 ; 16]+[17 ; 18]+[19 ; 20]+[21 ; 22]\)
\(727[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;\)
    \(15]+[14 ; 16]+[17 ; 18]+[19 ; 20]+[21 ; 22]+[23 ; 24]\)
    \(+25 ; 26]\)
\(831[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;\)
    \(14]+[15 ; 17]+[16 ; 18]+[19 ; 20]+[21 ; 22]+[23 ; 24]+\)
    \([25 ; 26]=[27 ; 28]+[29 ; 30]\)
\(935[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;\)
    \(14]+[15 ; 16]+[17 ; 18]+[19 ; 20]+[21 ; 22]+[23 ; 24]+\)
    \([25 ; 26]+[27 ; 29]+[28 ; 30]+[31 ; 32]+[33 ; 34]\)
\(1039[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;\)
    \(14]+[15 ; 16]+[17 ; 18]+[19 ; 20]+[21 ; 22]+[23 ; 24]+\)
    \([25 ; 26]+[27 ; 28]+[29 ; 30]+[31 ; 32]+[33 ; 34]+[35 ;\)
    \(36]+[37 ; 38]\)
```


## Series 5:

$v=2,4,6,8, \ldots \ldots \ldots \ldots . . p=3, b=v-1$
then $\lambda=2$,
For small parameters MATLAB is used,

Table 5: $v=2,4,6,8, \ldots \ldots \ldots \ldots p=3$,

## Set of Shifts

$10[1,2]+[3,4]+[5,6]+[7,8]+[9,2]+[1,3]+[4,5]+[6$, 7] $+[8,9]$
$12[1,2]+[3,4]+[5,6]+[7,8]+[11,2]+[1,3]+[4,5]+$
$[6,7]+[8,9]+[10,11]$
$14[1,2]+[3,4]+[5,6]+[7,8]+[9,10]+[11,12]+[13,2]$ $+[1,3]+[4,5]+[6,7]+[8,9]+[10,11]+[12,13]$
$16[1,2]+[3,4]+[5,6]+[7,8]+[9,10]+[11,12]+[13,2]$ $+[1,3]+[4,5]+[6,7]+[8,9]+[10,11]+[12,13]+[14$, 15]
$18[1,2]+[3,4]+[5,6]+[7,8]+[9,10]+[11,12]+[13$, $14]+[15,16]+[17,2]+[1,3]+[4,5]+[6,7]+[8,9]+$ $[10,11]+[12,13]+[14,15]+[16,17]$
$20[1,2]+[3,4]+[5,6]+[7,8]+[9,10]+[11,12]+[13,14]+[15$, $16]+[17,18]+[19,2]+[1,3]+[4,5]+[6,7]+[8,9]+[10$, $11]+[12,13]+[14,15]+[16,17]+[18,19]$

## Series 6:

$v=4 i-1, p=3, b=(v-1) / 2, i=2,3,4, \ldots \ldots$, and $\lambda=1$

Table 6: $v=4 i-1, p=3$

```
v Set of Shifts
[1;2]+[3;4]
9[1,2] + [3,4] + [5,6] + [7, 8]
13[1, 2] + [3, 4] + [5, 6] + [7, 8] + [9, 10] + [11, 12]
17[1,2]+[3,4]+[5,6]+[7,8]+[9, 10] + [11, 12] + [13, 14]
    +[15, 16]
21[1,2]+[3,4]+[5,6]+[7, 8]+[9, 10]+[11, 12]+[13, 14]+[15,
    16]+[17, 18]+[19, 20]
25[1,2]+[3,4]+[5,6]+[7,8]+[9,10]+[11, 12]+[13, 14]+[15,
    16]+[17,18]+[19, 20] + [21, 22] +[23, 24]
```


## Series 7:

$v=3,5,7, \ldots \ldots \ldots . p=3, b=(v-1) / 2$, and $\lambda=1$,
Table 7: $v=3,5,7, \ldots \ldots \ldots \ldots p=3$
$V$ Set of Shifts
$9 \quad[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]$
$11[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]$
$13[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]$
$15[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ 14]
$17[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ $14]+[15 ; 16]$
$19[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ;$ $14]+[15 ; 16]+[17 ; 18]$
$21[1 ; 2]+[3 ; 4]+[5 ; 6]+[7 ; 8]+[9 ; 10]+[11 ; 12]+[13 ; 14]$ $+[15 ; 16]+[17 ; 18]+[19 ; 20]$

## Series 8:

$v=9,13,15,17, \ldots \ldots \ldots \ldots p=4$,
Table 8: $v=9,13,15,17, \ldots \ldots \ldots \ldots p=4$
\(\left.\begin{array}{ll}v \& Set of Shifts <br>
9 \& {[1 ; 2 ; 3]+[4 ; 6 ; 5]+[7 ; 8 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 2 ;} <br>
\& 1]+[3 ; 4 ; 6]+[5 ; 7 ; 8] <br>
11 \& {[1 ; 2 ; 3]+[4 ; 5 ; 7]+[6 ; 8 ; 9]+[10 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ;} <br>

\& 7 ; 8]+[9 ; 10 ; 2]+[1 ; 3 ; 4]+[5 ; 7 ; 6]+[8 ; 9 ; 10]\end{array}\right\}\)| $13[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]$ |
| :--- |

$15[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 9 ; 8]+[10 ; 11 ; 12]+[13 ; 14 ; 2]+$ $[1 ; 3 ; 4]+[5 ; 6 ; 8]+[9 ; 10 ; 11]+[12 ; 13 ; 14]+[7 ; 2 ; 1]+$ $[3 ; 4 ; 5]+[6 ; 7 ; 9]+[8 ; 10 ; 11]+[2 ; 13 ; 14]$
$17[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 10]+[9 ; 11 ; 12]+[13 ; 14 ;$ $15]+[16 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ; 8]+[9 ; 10 ; 11]+[12 ;$ $13 ; 14]+[15 ; 16 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 10 ; 9]+[11 ; 12$; 13]+[14; 15; 16]
$19[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ; 15]$ $+[16 ; 17 ; 18]$
$21 \quad[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 12]+[13 ; 14 ; 15]+[16 ;$ $17 ; 18]+[19 ; 20 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 9 ; 10]+[11 ; 12 ;$ $13]+[14 ; 15 ; 16]+[17 ; 18 ; 19]+[20 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ;$ $9]+[8 ; 10 ; 12]+[11 ; 13 ; 14]+[15 ; 16 ; 17]+[18 ; 19 ; 20]$
$23[1 ; 2 ; 3]+[4 ; 5 ; 6]+[7 ; 8 ; 9]+[10 ; 11 ; 13]+[12 ; 14 ; 15]$ $+[16 ; 17 ; 18]+[19 ; 20 ; 21]+[22 ; 2 ; 1]+[3 ; 4 ; 5]+[6 ; 7 ;$ 8] + $[9 ; 10 ; 11]+[12 ; 13 ; 14]+[15 ; 16 ; 17]+[18 ; 19 ; 20]$ $+[21 ; 22 ; 2]+[1 ; 3 ; 4]+[5 ; 6 ; 7]+[8 ; 9 ; 10]+[11 ; 13 ; 12]$ $+[14 ; 15 ; 16]+[17 ; 18 ; 1]+[20 ; 21 ; 22]$

## Analysis of Cross Over Design

The crossover design has n treatment sequence group and $r_{i}$ subjects in the $\mathrm{i}^{\text {th }}$ group. There are v treatments and each group of subjects receives treatments in a different order for $p$ treatments periods.

## Example 5:

Twelve wheat types were available for the study. Each of the three fertilizers were spread to the wheat in one of the six possible sequences. Each fertilizer in each sequence was spread to two wheat types for 30 days. The wheat types were given a period of 21 days to adapt to a fertilizer change before any data were collected.

The coefficient calculated for each wheat type on each fertilizer is shown in following table. The given coefficient indicate the per cent of fertilizer absorb by wheat field.

Sequence


|  | 4 | 5 |  |  |  |  |  |  |  |  | 6 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wheat types |  | 7 | 8 |  | 9 | 10 |  | 11 | 12 |  |  |  |  |  |  |  |
| Period 1 | (A) | 54 | 58 | (B) | 50 | 55 | (C) | 41 | 46 |  |  |  |  |  |  |  |
| Period 2 | (C) | 48 | 51 | (A) | 57 | 59 | (B) | 56 | 58 |  |  |  |  |  |  |  |

Period 3

(B) | 51 | 54 | (C) | 51 | 55 | (A) | 58 | 61 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Now we will apply our method of construction upon this data and then we will have its analysis of variance (ANOVA). We will apply $\quad[1,1],[1,1],[2,2],[2,2]$ set of shifts to construct the new design.

Table: Analysis of Variance Table for a Cross Over Design with $n$ sequences, $p$ periods, $v$ treatments and $r_{i}$ subjects in the sequence

$$
N=\sum_{i}^{n} r_{i}
$$

| Source of Variation | Degrees of <br> Freedom | Sum of <br> Squares | Mean <br> Squares |
| :--- | :--- | :--- | :--- |
| Between Subject : |  |  |  |
| Sequence | $\mathrm{n}-1$ | SSS | MSS |
| Subjects with in Sequence | $\mathrm{N}-\mathrm{n}$ | SSW | MSW |
| With in Subjects: |  |  |  |
| Periods | $\mathrm{p}-1$ | SSP | MSP |
| Treatments (direct) | $\mathrm{t}-1$ | SST | MST |
| Treatments (Carry over e ect) | $\mathrm{t}-1$ | SSC | MSC |
| Error | $(\mathrm{N}-1)(\mathrm{p}-1)-$ | SSE | MSE |
|  | $2(\mathrm{t}-1)$ |  |  |
| Total | $\mathrm{Np}-1$ | SSTotals |  |


| Source of Variation | Degrees of <br> freedom | Sum of <br> Squares | Mean <br> Squares |
| :--- | :--- | :--- | :--- |
| Between Subject : |  |  |  |
| Sequence | 5 | 331.67 | 66.33 |
| Subjects with in Sequence | 6 | 114.33 | 19.06 |
| With in Subjects: |  |  |  |
| Periods | 2 | 288.17 | 144.08 |
| Treatments (direct) | 2 | 559.5 | $279.75^{*}$ |
| Error | 18 | 161.96 | 9 |
| Total |  | 1474 |  |

This ANOVA will be the same, whatever set of shifts are applied. The concept we have developed will enhance the choice in cyclic shifts. Which will be really helpful for the policy setters.

## Conclusions and Recommendations

In this article, we are concerned with the construction of CODs by using MATLAB. Many of the new designs have been introduced.

In the present study, balanced cross over design has been modified by giving all possible set of shifts. The advantage of having all possible shifts is that one can use value of his/her own requirement. Further we are working on the efficiency of these shifts. This will make us able to select one shift which will give the efficient results.

Further we suggest that by using simulation method one can generate the data set and apply these shifts upon them. This will be the great thing to do which willopen the new door in research.

Cross over designs provide an economy of resources when a limited number of units are available for the study. Most commonly, cross over designs are used with human and animal subjects. The expense of maintaining large animals and the difficulties in recruiting adequate numbers of human subject to achieve sufficient replication make cross over designs more attractive since they require fewer units for an equal number of replication. In above example, roughage diets are balanced row-column design. The periods and steers are the rows and columns of the design. Each of the roughage diet occur one time in each steers and four times in each period of the design. Efficiencies of these shifts can be found in further work.

## Novelty Statement

In this research, MATLAB to construct cross over design was used. This is a novel innovation enabling possible shift in one click.
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