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In order to quickly control crop diseases and insect pests, chaos theory is used to optimize PSO, and CPSO 
algorithm is proposed. In the practical application of crop diseases and insect pests identification, CBPSO 
algorithm is obtained by binary operation of CPSO, and its performance and application are analyzed. 
The experimental results show that the classification accuracy of CBPSO-SVM algorithm is 98.22% and 
97.78% respectively in gray spot disease and algal spot disease, higher than that of PCA-SVM (82.5% and 
83.67%). In addition, the average classification accuracy of CBPSO-SVM is 91.26%, better than that of 
PCA-SVM (81.83%). At the same time, through the comparison of CBPSO algorithm, BPSO algorithm 
and PSO algorithm, it is found that CBPSO algorithm has great adaptability, the maximum fitness is 0.99, 
and the average fitness is 0.97. Therefore, CBPSO algorithm has good effect on global optimization, and 
its convergence speed is faster, and its execution task and efficiency are higher. In addition, among the five 
particle swarm optimization algorithms, the CBPSO algorithm performs best in the 20 dimension, with 
the minimum value of 1.0008 and the minimum value of variance of 8.4206. Therefore, it is determined 
that the search efficiency of the CBPSO algorithm in the 20 dimension is the best. Compared with other 
algorithms, the stability and accuracy of the CBPSO algorithm have been greatly improved, and it has 
high robustness in the actual UAV image detection and crop pest identification.

INTRODUCTION

Crop diseases and insect pests are a natural disaster 
faced by farmers, which not only cause serious harm 

to agricultural production, but also affect the quality 
of agricultural products (Xiao et al., 2018). With the 
continuous development of computer vision technology, 
these problems have been gradually solved. The application 
of the above technologies to detect and identify pests 
and diseases can lay a theoretical foundation for future 
prevention and control work. Therefore, scholars at home 
and abroad have carried out extensive research on it. Paula 
et al. (2021) confirmed the mutant of soybean aphids by 
studying soybean genes, and the mutation helps to improve 
the resistance of soybean aphids, thus providing help for 
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soybean aphid control using the complete mitochondrial 
gene structure to establish a maximum likelihood 
evolutionary tree, which provided a data basis for the 
control of nematodes. Chen et al. (2021) used a digital 
image recognition and counting algorithm based on three-
step deep learning, which reduces the recognition time 
of wheat mites in wheat fields, thereby avoiding the loss 
of wheat fields. Khadatkar et al. (2021) used practical 
application of some traditional knowledge technologies 
to provide a basis for pest reduction and sustainable 
agricultural development. Based on this, the research 
obtained the chaotic binary particle swarm optimization 
(CBPSO) algorithm by combining chaos theory with the 
particle swarm optimization (PSO) algorithm and binary 
processing, which was actually applied to crop diseases 
and insect pests. In identification, the aim is to improve 
the efficiency and accuracy of UAV image detection in the 
identification of pests and diseases through the CBPSO 
algorithm, thereby reducing the loss of agricultural 
production.

Abriviations used:
CBPSO, Chaotic binary particle swarm optimization;  PSO, 

Particle swarm optimization;  UAV-IS, UAV integrated system
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Related work
Computer vision technology has a good application 

prospect in the detection and identification of crop 
diseases and insect pests, and it is a research hotspot at 
present. However, due to the variety and disorder of pests, 
it is very difficult to identify pests in real time. There are 
still limitations in monitoring and controlling pests by 
using mechanical vision technology only. Therefore, the 
majority of domestic and foreign scholars have done a 
lot of research on the identification technology of crop 
diseases and pests. These studies have enhanced the 
recognition and classification accuracy of rice diseases 
by using network learning technology, and also improved 
the recognition efficiency (Nageswari et al., 2020), 
analyzed the data of bacteria in cocoa beans to reduce 
the insect invasion of cocoa bean trees and improve their 
yield (Simamata et al., 2020), confirmed that intestinal 
bacteria play an important role in insecticide resistance 
in cotton bollworm population by detecting 11 bacterial 
isolates of cotton bollworm, thus improving the quality of 
pesticides (Madhusudhan et al., 2021), by expounding the 
application of deep learning and bionic technology in the 
agricultural field promoted the intelligent development of 
agriculture and provided help for crop classification and 
disease insect identification. Tu et al. (2021) introduced 
the application of artificial intelligence technology in 
integrated pest control, so as to transfer integrated pest 
management (IPM) technology to remote areas around the 
world, providing a good solution for agricultural disease 
pest control (Srikanth et al., 2020). Hunter et al. (2020) 
combined unmanned weed map and unmanned spray 
device in UAV integrated system (UAV-IS) to improve the 
efficiency of pest management. These studies introduced 
a method for classification and early diagnosis of soybean 
diseases by using computer automatic vision technology, 
and sent disease information to farmers by using mobile 
phone computing to reduce the threat of diseases and pests 
(Devaraj et al., 2017).

In addition, Peng et al. (2017) proposed the particle 
swarm optimization (CBPSO) algorithm based on the 
basic principles of fuzzy mathematics, and established a 
multi-objective fuzzy optimization model with correlation 
constraints, thus reducing the cost of microgrid; effectively 
reduced the complexity of the communication system by 
using the CBPSO algorithm, thereby reducing the cost and 
increasing the system capacity (El-khamy et al., 2017). 
Shahbeig et al. (2018) used chaos theory and particle 
swarm optimization to obtain binary particle swarm 
optimization (BPSO) algorithm, which improved the 
accuracy and flexibility in classification and recognition. 
They used the multi-scale UAV image data source to 
provide help for finding an efficient fracture extraction 

technology suitable for the surface conditions of Jinchuan 
copper nickel ore (Geng et al., 2022). They verified that 
single canopy detection can provide important information 
for ecology and economy through the research on UAV 
photogrammetry technology of single canopy (Tahar et al., 
2021); Effectively identified the defects of high-voltage 
transmission lines by using the deep learning method by 
identifying and classifying the images collected by UAVs 
(Zheng et al., 2021); The impact of intermittent cicada 
occurrence on broad-leaved mixed forest was evaluated 
by using UAV images, so as to reduce the large-area loss 
in forest area (Hentz and Strager, 2018).

Through the research of domestic and foreign 
scholars, it can be found that UAV image detection 
technology can effectively improve the efficiency of 
disease and pest identification, and particle swarm 
optimization algorithm can also improve its accuracy in 
classification and identification. Therefore, it is necessary 
to study the application of UAV image detection based on 
cbpso algorithm in disease and pest identification.

MATERIALS AND METHODS

Identification technology of crop diseases and insect pests 
based on CBPSO algorithm

Analysis of PSO algorithm based on chaos theory
In order to quickly prevent crop diseases and insect 

pests, and at the same time reduce the damage of pesticides 
to the ecological environment, on the basis of PSO, in view 
of the shortcomings of its slow convergence speed, chaos 
theory is introduced to obtain the CPSO algorithm, and 
then binary processing is performed according to actual 
needs to obtain CBPSO algorithm and its performance 
analysis in crop disease and insect pest image recognition. 
The PSO algorithm simulates the process of bird foraging, 
the optimization problem is bird foraging, the search 
space is the activity space of birds, and the particle is a 
bird that seeks the solution of the optimization problem 
in the search space (Wang et al., 2017). It is assumed that 
the particle is a volume less point, moving in the search 
space, using its own experience and the experience of its 
partners to dynamically adjust the speed, thereby changing 
its direction and position, and using the iterative method to 
find the best solution. After each iteration, the particle will 
use two extreme values to update itself, and the individual 
extreme value is the best result that the particle itself can 
find, and the whole value is the best result of the particle 
swarm. The PSO algorithm process as shown in Figure 1.

As can be seen from Figure 1, the PSO algorithm 
process is first to initialize the particle swarm; secondly, 
to evaluate the particles; then to update the individual best 
and the global best of the particles, and to ensure that when 
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the particle fitness value is pbest better than gbest replace 
the current position; then update the particle according to 
Equations 4 and 5; finally determine whether the number 
of iterations exceeds the set threshold, if not, re-evaluate 
the particle, if so, output the optimal solution to terminate 
the loop.

Whether the 
number of 

iterations is the 
upper limit

5.

Update 
individual best
Update global 

best

Output 
optimal 
solution

Yes
No

Fig. 1. Flow chart of PSO algorithm.
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processing
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optimal 
value

End

Whether the 
number of 

iterations reaches 
the maximum

Determine 
whether the 

optimal particle 
is in stagnation

Yes

No

No

Yes

Fig. 2. CPSO algorithm flow chart.

Due to some limitations of PSO, such as the 
uncertainty of initializing the population, and the PSO 
algorithm is easy to generate local optima in the middle and 
late iterations. Therefore, in order to solve these problems, 
the research introduces the chaotic principle and proposes 
the CPSO algorithm. The core of the CPSO algorithm is to 

introduce the chaotic principle into the population when 
initializing the population. The algorithm flow is shown 
in Figure 2.

As can be seen from Figure 2, the algorithm flow 
is firstly to randomly generate a D vector of dimension 
y under the group initialized by chaos theory, so as to 
complete the initialization process; secondly, to evaluate 
the particles. When evaluating the particles, it is necessary 
to adapt to the degree function calculates the appropriate 
value; then update the individual best and the global 
best; then update the position and velocity of the particle 
according to Equations 4 and 5; then determine whether 
the particle is stagnant, and if so, for the particle Perform 
chaotic mutation processing and then proceed to the next 
step. If not, do not do the processing and proceed to the next 
step; finally, determine whether the number of iterations 
reaches the maximum. If not, re-evaluate the particles and 
continue the loop. If so, output the optimal value to end the 
loop. In the step of generating a vector in the algorithm, 
the formula of the vector is shown in Equation 1. 

x1 = x11, x22, . . . . , x1D, x1 j∈(0,1), j∈(1,D) …(1)
In formula 1, it j represents the number of dimensions. 

On this basis, the logistic mapping regression equation is 
needed to generate N vectors, and the logistic mapping 
regression equation is shown in Equation 2.

xi + 1, j = 4xij(1− xij),i =1,2,. ., N −1, j =1,2,. .,D …(2)
Equation 2, the j dimension is represented. Therefore, 

in the optimal problem, xj each component carrier is within 
the value range of the variable, and its range formula is 
shown in Equation 3.

zij = lj + (uj − lj)xij …(3)
In Equation 3, z represents the value range of the 

variable, l and u both represent the value range of a certain 
dimension. In addition, when updating the particle, its 
velocity update formula is shown in Equation 4.

In Equation 4, v represents the iteration speed; 
i represents the particle; d represents the number of 
dimensions; represents the number of k iterations; ω  
represents the inertia weight; c represents the learning 
factor; r represents the random number, whose value range 
is (0, 1); P represents the individual extreme value; g 
represents indicates the best position of the particle. The 
formula for updating the position of the particle is shown 
in Equation 5.

In Equation 5, it x represents the iteration position. 
In the chaotic mutation processing, a vector with the So 
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same dimension will be randomly generated D, and after 
updating its speed according to Equation 4, it is generated 
using the formula S1, and its generation formula is shown 
in Equation 6.

Equation 6, it n represents the number of features. 
In this technique, each S1 component is one-to-one 
corresponding to the disturbance interval [-β, β], so as 
to obtain the disturbance quantity formula as shown in 
Equation 7.

In Equation 7, □γ represents the disturbance amount 
and s1j represents the vector of s1 the first j dimension.

        Improved algorithm CBPSO algorithm based on 
        CPSO algorithm

On this basis, in order to maintain the diversity 
of groups as much as possible and improve the search 
efficiency, to overcome the inability of traditional chaotic 
particle swarm algorithm to solve discrete problems 
effectively. The research proposes the CBPSO algorithm. 
The core idea of the CBPSO algorithm is to encode each 
particle as a binary vector, and set the particle velocity 
within a certain range, so as to avoid the SF from being 
too large by modifying the Sigmoid Function (SF). The 
formula for particle update is shown in Equation 8.

 
In Equation 8, P represents the historical optimal 

solution; i represents the ith particle; represents the jth 
element S(vij) of the current particle; j represents the 
S shape limiting conversion function. In addition, the 
definition formula of SF is as shown in Equation 9.

In Equation 9, it e represents a natural constant. 
According to the research needs, the maximum speed is set 
to 4 according to this formula, so the modified SF formula 
is shown in Equation 10.

  
Therefore, according to the modified formula of SF, 

the formula for updating the position of the binary particle 
swarm is shown in Equation 11.

In Equation 11, it ρid
k+1 represents a positive real 

number, and its value range is fixed between (0, 1). 
The purpose of CBPSO is to improve the defects of 
PSO algorithm in solving discrete problems, so as to 
improve the efficiency of traditional chaotic particle 
swarm optimization, optimize its results, and improve 
the performance of the algorithm. In general, the particle 
variable is a binary vector, while the chaotic variable is 
a real number ranging from 0 to 1, so when using it, the 
two variables must be interacted. From the previous step 
to the next step, the binary transformation of the previous 
step must be into decimal, and then divide by 2l-1 (l 
representing binary digits) to obtain a particle variable. 
This process is the process of transforming the mixture 
variable into a particle variable. The flow of the CBPSO 
algorithm is shown in Figure 3.

2

3 4

5

61

Population 
initialization 

based on Chaos 
Theory

Evaluation 
particle

Update particles 
according to the 

formula

Update best 
particles

Chaos 
optimization

Update global 
best

Update 
individual best

Whether the number 
of iterations reaches 

the maximum
Output optimal value

Yes

No

5.1 Conversion of 
binary variables to 
chaotic variables

5.2 Logistic 
mapping equation 5.3 Chaotic search

5.4 Conversion of 
chaotic variables 

to binary variables

Fig. 3. CBPSO algorithm flow chart.

As can be seen from Figure 3, the CBPSO algorithm 
first initializes the population according to the chaos 
theory; secondly, it evaluates the particles; then updates 
the particles; If the fitness value of the particle is better 
than the current particle position, Pbest it will be used Pbest 
instead of the current particle position, and when the global 
update is performed, a judgment is required to select the 
next step. If the particle fitness value is better than that 
gbest, it will be judged to be premature, and the gbest current 
particle position will be replaced by chaotic execution. 
Optimize the operation, otherwise go to determine 
whether the number of iterations reaches the threshold. In 
the chaotic optimization step, the first step is to transform 
binary variables into chaotic variables, and secondly, the 
logistic mapping equation formula, chaotic search and 
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transformation from chaotic variables to binary variables 
are used; the algorithm finally determines whether the 
number of iterations reaches the previously set value. 
If not, re-evaluate the particles, repeat the process, and 
output the optimal value if it is reached, and end the cycle. 
Among them, the logistic mapping equation formula is 
shown in Equation 12.

 
In Equation 12, αi, b and a both represent relevant 

parameters and zi
l represent chaotic variables. During the 

chaotic search, it will xk be set to obtain the fitness value 
F(xk), and its setting formula is shown in Equation 13.

 

In Equation 13, k represents the number of iterations. 
On the basis of the fitness value, it is initialized, and then 
chaos search is performed according to Equation 14.

  
After the chaotic search, the result is binary discrete 

to obtain the variable gbest -temp. If at this time gbest < gbest -temp, 
it needs to gbest be updated.

Multi feature selection analysis of CBPSO algorithm in 
UAV crop diseases and insect pests

In practical application, an important problem of pest 
identification is feature extraction. The core work of feature 
extraction is to analyze the image characteristics of various 
pests and diseases, and determine the corresponding 
features, so as to achieve the purpose of improving the 
classification accuracy of pests and diseases (Tanno et al., 
2017). In the feature set, more key features are identified, 
and redundant features are excluded, and the process of 
avoiding interference is called feature selection. Through 
the feature selection of images, the classification accuracy 
of images can be improved (Garcia-Chimeno et al., 2017). 
Therefore, when performing feature selection, the first 
problem to be solved is to obtain a correct set of feature 
subsets. In addition, the problem of feature selection 
is often the problem of particle swarm optimization. 
Therefore, the study uses the CBPSO algorithm to extract 
the characteristics of pests and diseases, including the 
problem of particle design and parameter conversion. 
Binary particle swarm optimization is usually described 
as a binary bit string, and its internal particle structure is 
shown in Figure 4.

Figure 4 depicts a binary representation, which 
consists of penalty parameters, kernel parameters, and 
feature bits. Among them, C1 ~ CN represents the binary 
representation of the penalty parameter, R1 ~ RN represents 
the binary representationof the kernel parameter, and F1 ~ 

FL represents the binary representation of the feature bit. It 
can be seen from the figure that all three parameters have 
been binarized, and each binary corresponds to a feature. 
If the value of the binary is 1, it means that the selected 
feature parameter is locked; otherwise, if it is not equal to 
1, then indicates that it is not locked.

Penalty 
parameter C

Nuclear 
parameter r Feature bit F

C1,C2…,Cn R1,R2…,Rn F1,F2…,FL

Fig. 4. Particle structure diagram.

In addition, since the particle variable is a binary 
vector, and the chaotic variable is a real number in the 
range of (0, 1), in practical applications, the binary of the 
two variables must be converted into a decimal, and then 
divided by 2l-1. The numerical value of a chaotic variable 
can be obtained, wherein, l represents a binary number, 
which corresponds to a particle variable, and its conversion 
formula is shown in Equation 15.

  
In Equation 15, P represents the decimal value of 

the min p parameter, represents the minimum value of the 
max p parameter, represents the maximum value of the 
parameter, l represents the length of the binary number, 
and represents the decimal value in the binary number d.

RESULTS

Application analysis of CBPSO algorithm in UAV crop 
disease and pest identification

In order to verify the performance of the CBPSO 
algorithm, the research selected longan diseases and insect 
pests among crop diseases and insect pests as the research 
object through comprehensive consideration, and selected 
three of them as research data by collecting disease species, 
as shown in Figure 5, which is the research data set.

In Figure 5, the study selected three common longan 
diseases, the ratio of which is gray spot, Ascospora leaf 
spot and algal spot disease. In the overall data, there are 
53 gray spot diseases and 60 Ascoidi leaf spot diseases. 60 
algal spot diseases, 35 of them were selected as training 
samples, and the rest were test samples. At the same time, 
a total of 9 color features, 16 texture features and 12 shape 
features were selected according to the requirements. 
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After the sample selection is completed, in order to more 
clearly see the advantages of the CBPSO algorithm in 
the identification of crop diseases and insect pests, the 
study introduces the principle component analysis (PCA) 
method to rank the three samples in pairs, so as to obtain 
the The core features, the optimized feature items obtained 
after optimization are shown in Figure 6.

Gray spot 
disease

Ascochyta Leaf 
Spot

Algal spot 
disease

3
3

3

5

6

5

4
4

4

Texture 
features

Gray spot 
disease

Ascochyta Leaf 
Spot

Algal spot 
disease

53

60
60

Test 
sample

(a)Number of characteristic selection of 
three longan diseases

(b)Number of samples selected for 
three longan diseases

35
35

35

18

25

25

Fig. 5. Partial examples of three longan diseases.

1
2
3
4
5
6
7

Color characteristics

Texture 
features

Shape features

Total

AvsB AvsC BvsC

Fig. 6. Optimized feature item map obtained after 
optimization.

As can be seen from Figure 6, in the screening of 
traits of gray spot and Ascoidiosis leaf spot, 5 optimal 
features were obtained, including 3 texture features and 2 
color features, which were different from the actual gray 
spot It is grey and the Ascospora leaf spot is golden. In 
addition, by screening the traits of gray spot and algal spot, 

seven optimal characteristics were obtained, including 2 
morphological characteristics, 3 texture characteristics and 
2 color characteristics. There are also differences in the size 
of the spots, so there is a clear difference in morphology. 
Through the screening of Ascoidiosis leaf spot and algal 
spot disease, 4 optimal characters were screened, of 
which 1 had texture characteristics and 3 morphological 
characteristics. Since these two diseases and insects did 
not have much difference in color difference, but very 
different in shape. In summary, a total of 7 features were 
obtained by using the PCA method, including 3 shape 
features, 2 texture features and 2 color features. These 
features are mainly used for later classification, such as the 
support vector machine (SVM) classifier. Figure 7 is the 
classification accuracy result map of CBPSO-SVM. The 
method of selecting rotation orthogonality is studied for 
experiments.
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Fig. 7. Comparison of classification accuracy of three 
longan diseases.

Figure 7a is the setting value of the learning factor 
parameter, represented by C1 and C2, respectively, and 
Figure 7b is the comparison result of the classification 
accuracy of three longan diseases. As can be seen from 
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Figure 7, when the two types of learning have equal values, 
the classification accuracy appears to be the best, with the 
accuracy rates of 92.4%, 90.45%, and 87.4%, respectively, 
and the average classification accuracy is 89.08%. On this 
basis, the research compares PCA-SVM with CBPSO-
SVM, and selects 37 optimal features and uses them f1 
to f37 represent them, respectively. In the particle swarm 
algorithm, 1 is set as selected, and 0 is set as unselected. 
Therefore, after using the CBPSO algorithm, the optimal 
particleization path is obtained, where f2 to f6, f14 to f18 
and f28 to f30 are the optimal feature sets obtained by 
optimization. Therefore, PCA-SVM and CBPSO-SVM are 
used to reduce the dimensionality of the comprehensive 
features of the images and remove redundant information. 
At the same time, the comprehensive features of 37 images 
are used for classification. The images are classified, and 
the obtained classification results are shown in Figure 8.
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Fig. 8. Classification results of two classification methods.

Figure 8a is the parameter setting of SVM, and 
Figure 8b is the classification accuracy comparison of the 
two classification methods. It can be seen from Figure 8a 
that the PCA-SVM classification method has the same 
parameter settings as the CBPSO-SVM classification 
method, the maximum penalty parameter is 10, and the 
maximum kernel parameter is 1. It can be seen from 
Figure 8b that the CBPSO-SVM classification method has 

higher accuracy than PCA-SVM for both gray spot and 
algal spot among the three longan diseases, and ascoidi 
leaf spot is lower than that of PCA- SVM. Among them, 
the accuracy rate of gray spot disease is 98.22%, which 
is higher than 82.5% of PCA-SVM, algal spot disease is 
97.78%, which is higher than 83.67% of the latter, and the 
average accuracy rate is 91.26%, which is much higher 
than that of PCA-SVM. 81.83%.

Overall, the results of both classification methods 
are better than the image classifier without dimensionality 
reduction operation, which indicates that there are indeed 
redundant features in the synthetic features, which need to 
be screened. Compared with the PCA-SVM classification 
method, the CBPSO-SVM classification method has higher 
classification accuracy and stability, and the CBPSO-SVM 
classification method optimized on the basis of SVM has 
better robustness. Therefore, the proposed method can 
effectively improve the classification accuracy of the 
classifier and enhance the generalization performance of 
the classifier.

Performance analysis of CBPSO algorithm
Through comprehensive analysis, the study fixed the 

weights of PSO algorithm, CBSO algorithm and CBPSO 
algorithm, which were 0.75, 0.9, 0.9, respectively. On 
this basis, the study introduced the binary particle swarm 
optimization (BPSO) algorithm. The three algorithms are 
compared in terms of convergence speed, task execution 
time and load balance to judge their search efficiency and 
accuracy. The results are shown in Table I.

It can be seen from Table I that in the fitness value, 
the CBPSO algorithm can reach a maximum of 0.99, and 
its average value is 0.97, which is significantly higher 
than that of BPSO and PSO; in terms of execution time, 
CBPSO takes the shortest time, with an average of 
1375ms, it is far lower than BPSO’s 1560ms and PSO’s 
1700ms; in terms of load balance, CBPSO’s average is 
0.23, lower than BPSO’s 0.31 and PSO’s 0.36. In general, 
the CBPSO algorithm shows good performance in global 
optimization, and has good convergence performance. The 
task execution time of the system is short, and it has high 
work efficiency, so as to determine its search accuracy and 
Efficiency is better.

In order to further test its performance, the study sets 
the dimension between, by comprehensively comparing 
the mean and variance of the best fitness values of different 
particle swarm algorithms to verify the optimal dimension 
of CBPSO (here the adaptive chaos is introduced Particle 
swarm (Adaptive chaotic particle swarm Optimization) 
algorithm and Linear Decreasing Weight Particle Swarm 
Optimization (LDW-PSO) algorithm), the results are 
shown in Figure 8.
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Table I. Comparison results of three algorithms.

Iteration times 
and task time

Fitness Execution time (ms) Load balance
CBPSO BPSO PSO CBPSO BPSO PSO CBPSO BPSO PSO

20 0.88 0.87 0.86 600 600 600 0.2 0.35 0.4
40 0.93 0.91 0.89 900 900 900 0.15 0.3 0.35
60 0.95 0.94 0.92 950 1000 1100 0.2 0.25 0.3
80 0.99 0.96 0.94 1000 1100 1300 0.3 0.35 0.45
100 0.99 0.97 0.95 1100 1300 1400 0.15 0.35 0.4
120 0.99 0.97 0.93 1350 1500 1650 0.2 0.25 0.35
140 0.99 0.97 0.93 1450 1600 1700 0.25 0.3 0.3
160 0.99 0.97 0.93 1700 2000 2150 0.3 0.3 0.35
180 0.99 0.97 0.93 2100 2500 2800 0.25 0.35 0.4
200 0.99 0.97 0.93 2600 3100 3400 0.3 0.3 0.3
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Fig. 9. Comparison chart of 5 algorithm dimensions (10-
30).

As can be seen from Figures 9, in 10 dimensions, the 
average fitness value of the ACPSO algorithm is the lowest, 
and its stability is the highest. At this time, the accuracy 
of the CBPSO algorithm is slightly lower than that of 
the ACPSO algorithm, but higher than other algorithms. 
The variance of the CBPSO algorithm is 2.7813, It is also 
lower than other algorithms and higher than the ACPSO 
algorithm; when the dimension is 20, the average fitness 
of the CBPSO algorithm reaches the minimum, which 

is 1.0008, and the variance also reaches the minimum, 
which is 8.4206; when the dimension is set to 30, the 
average fitness of the CBPSO algorithm is 30. The highest 
is 10.4587, and the highest variance is 100.1285, which 
shows that the effect is not good, and the search results are 
not ideal. Therefore, the optimal dimension of the CBPSO 
algorithm is set to 20 dimensions. At this time, the CBPSO 
algorithm has certain advantages compared with other 
algorithms, and its optimization effect is better, and the 
accuracy and stability are greatly improved.

CONCLUSION

In order to prevent and control crop diseases and 
insect pests and reduce the harm caused by pesticides to the 
ecological environment, based on the PSO algorithm, the 
CPSO algorithm is proposed by using the chaos principle, 
and then the binary operation is carried out according to 
the actual situation to obtain the CBPSO algorithm, which 
is applied in UAV image detection in image recognition 
of crop diseases and insect pests. The experimental results 
show that the classification accuracy of CBPSO-SVM 
classification method is 98.22% in gray spot and 97.78% 
in algal spot, which is higher than 82.5% and 83.67% of 
PCA-SVM, and its average accuracy is 91.26%, which 
also outperforms PCA-SVM by 81.83%. In addition, after 
comparing the CBPSO algorithm with the introduced 
BPSO algorithm and the PSO algorithm, it is found that 
the highest fitness value is 0.99, and the average value 
is 0.97. Under the characteristics of high efficiency, its 
search accuracy and efficiency are significantly higher. At 
the same time, in the comparison of the five particle swarm 
optimization algorithms, the CBPSO algorithm is the best 
when the dimension is 20. At this time, the average fitness 
is the smallest, which is 1.0008, and the variance is also 
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the smallest, which is 8.4206. Therefore, it is judged that 
its optimization effect reaches. The best, compared with 
other algorithms, the stability and accuracy have been 
significantly improved. However, the number of samples 
collected for the study is not enough, and the current 
research on the types of pests and diseases is not enough, 
so it can be considered to increase the number of images 
collected to facilitate subsequent image processing.
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